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Recently, NAND flash memory-based storage systems (NFMS) are widely used in various 
applications. These systems are composed with many NAND Flash Memories (NFMs) and use 
multi-level parallelism in a concurrent or interleaving manner between NFMs to improve a 
performance. The multi-level parallelism is divided into three parts such as channel-level, 
way-level and plane-level.  However, most of the previous works had focused on parallelism except 
plane-level because there are restrictions and complexity in using the multi-plane operation [1], [2]. 
The restriction is that the page address must be identical for multi-plane operations [3]. That implies 
that the physical location and the page-type, which is LSB and MSB, of the selected pages should 
be same. To overcome the restrictions, large area is required. However, the most of overhead is 
related to the page-type which determines voltage and timing. 
In this paper, we propose a novel NFM architecture and a plane-level parallelism-aware-FTL. Fig 
1(a) is shown the overall architecture of proposed NFMS. The proposed NFM is able to select 
different word-line, which is the physical location of page, between planes within a NFM by adding 
small circuits related to a row address. The plane-level parallelism-aware-FTL avoids the restriction 
on the page-type and increases the frequency of exploiting the plane-level parallelism by scheduling 
requests in the queue based on the page-type. 
The evaluation results show that our proposed methods can achieve an average reduction of 31% in 
read latency and 14% in write latency, as shown  in Fig.1(b) and (c). Within minimal area overhead, 
the proposed method follows closely the oracle which exploits plain-level parallelism for all 
requests. Consequently, the proposed methods improve a system performance by overcoming the 
restriction and exploiting the plane-level parallelism maximally. 



 

Fig 1. (a) The overview of NFMS for proposed NFM, (b) Normalized read latency,  
(c) Normalized write latency 
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